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Introduction

A video codec is a software or a hardware that 
compresses and decompresses digital video. A 
device that only compresses is typically called 
an encoder, and one that only decompresses 
is a decoder.

There is a strong demand to decrease the 
video transmission bitrate without reducing 
visual quality [2].

x265 – One of the most popular open-source 
encoders compliant to HEVC standard [3] –
[5].

Recent x265 development efforts have been 
focused on further improving the coding gains.

Specifically, the Motion Compensated Spatio-
Temporal Filtering (MCSTF) is useful for 
pictures that contain a high level of noise.

MCSTF (Motion-Compensated Spatio -
Temporal Filtering )  is an encoder-only 
temporal filter done as a pre-processing step.
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Background

Spatio-temporal content properties 
and block-level encoding 
parameters like QP, pixel intensity 
are being used for temporal filtering 
in MCSTF

In HM, MCSTF is applied for the
first frame of every GOP (Group Of
Pictures)

Adapting QPs on a block-basis 
based upon the frequency of the 
block being referenced and the 
spatial complexity of the block is 
sub optimal

MCSTF improves compression 
efficiency of noisy videos (camera 
captured)
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Novel Motion Compensated Spatio-Temporal Filtering

• A temporal filter is introduced directly before encoding.

• During pre-processing, pictures before and after the current picture are read. 

• Block-based motion compensation relative to the current is applied on those source pictures. 

• Previously generated motion vectors across different resolutions are used to find the best 
temporal correspondence for low-pass filtering.

• The temporal filtering is applied to every I- and P-frames.

• The filter strength drops off rapidly if the original images are different.

• MCSTF is done in 3 steps:

Hierarchical motion estimation Motion Compensation Temporal Filtering
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• The motion estimation for temporal filtering is done in a temporal window of 5 adjacent 
frames: 2 past, 2 future and 1 central picture for producing a single filtered picture. 

• Motion estimation is applied between the central picture and each future or past picture

• Multiple motion-compensated predictions are generated and then combined by using 
adaptive filtering to produce a final noise-reduced picture.

Block-based motion search and compensation

Central 
picture

-2 210-1

t

Motion Search
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A hierarchical motion estimation scheme is employed 
(layers L0, L1 and L2 as illustrated)

Subsampled pictures generated for all reference 
pictures and original picture

Motion estimation done for each 16x16 block in L2

Motion estimation done for each 16x16 block in L1

Motion estimation done for each 16x16 block in L0

Subpixel motion is estimated for each 8x8 block by 
using an interpolation filter on L0

Different layers of the hierarchical motion estimation [1]

Hierarchical Motion Estimation
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• The motion compensation is applied on the pictures before and after the original picture

according to the best matching motion for each block.

• The Interpolation filter is then applied to the current pixels, and after that, the filtered picture is

encoded.

• The new sample value, is calculated using below equation [1] where,

• I0 is the original pixel, Ir(i) is the intensity of the corresponding pixel within the motion compensated picture i, and wr(i, a) is

the weight of the motion compensated picture where a is the number of available motion compensated pictures.

𝐼𝑛 =
𝐼𝑜 +σ𝑖=0

3 𝑤𝑟 𝑖 𝑎 𝐼𝑟 𝑖

1 + σ𝑖=0
3 𝑤𝑟 𝑖 𝑎

Motion Compensation & Temporal Filtering
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Experimental Setup

• Experiments were conducted to compare with and without MCSTF in x265
• 1080p-8bit and  1080p-10bit videos tested with CRF values => 24, 25, 26, 27 at medium 

preset for random access and intra-period = 250 frames to compute BD% values [11]

With MCSTF

./x265 --input Netflix_Tango.yuv --input-res 1920x1080 --fps 60 --input-depth 8 --input-csp i420 --output 

Netflix_Tango_mcstf.hevc --csv Netflix_Tango _mctf.csv --crf 24 --psnr --ssim --preset slow --profile main

--bframes 5 --frame-threads 1 --mcstf

SAMPLE COMMAND:

Without MCSTF

./x265 --input Netflix_Tango.yuv --input-res 1920x1080 --fps 60 --input-depth 8 --input-csp i420 --output 

Netflix_Tango_mcstf.hevc --csv Netflix_Tango _mctf.csv --crf 24 --psnr --ssim --preset slow --profile main 

--bframes 5 --frame-threads 1
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Experimental Setup 

Video Title Video Resolution Video FPS Video Length (sec)

Tears of Steel 1920x1080 60 48

Netflix_Tango 1920x1080 60 5

NetfIix_FoodMarket 1920x1080 60 10

Netflix RitualDance 1920x1080 60 10

Netflix_RollerCoaster 1920x1080 60 20
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Results 

x265: MCSTF vs no-MCSTF for 8bit videos

Video Title BD-RATE (%) BD-PSNR (dB)

Tears of Steel -9.9 0.3

Netflix_Tango -4.2 0.2

NetfIix_FoodMarket -13.8 0.4

Netflix RitualDance -5.5 0.2

Netflix_RollerCoaster -7.8 0.3
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On an average MCSTF provides 8.24% bitrate savings in x265 at medium preset with 8-bit videos
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Results 

x265: MCSTF vs no-MCSTF for 10bit videos

Video Title BD-RATE (%) BD-PSNR (dB)

Tears of Steel -12.6 0.4

NetfIix_Tango -8.9 0.4

Netflix_FoodMarket -15.3 0.5

Netflix_RitualDance -6.8 0.3

Netflix RollerCoaster -9.2 0.4
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On an average MCSTF provides 10.56% bitrate savings in x265 at medium preset with 10-bit videos
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Experimental Setup

Video Title Video Resolution Video FPS Video Length (sec)

Ritual Dance 1920x1080 60 10

Market Place 1920x1080 60 10

Daylight 3840x2160 60 5

Catrobot 3840x2160 60 5
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Results 

x265: MCSTF vs no-MCSTF for 10bit videos (CQP – 22, 27, 32, 37 for veryslow preset) for 
random access main-10 and intra period of 64 frames

Title Video Resolution Video-FPS BD-RATE (%) BD-PSNR (dB)

Ritual Dance 1920x1080 60 -6.0 0.3

Market Place 1920x1080 60 -14.8 0.4

Daylight 3840x2160 60 -31.5 0.5

Catrobot 3840x2160 60 -25.9 0.6
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On an average MCSTF provides 19.5% bitrate savings in x265 for veryslow preset
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Results 

HM 16.26: MCSTF vs no-MCSTF for 10bit videos (CQP – 22, 27, 32, 37 for random access main-10 and 
intra period of 64 frames)

Title Video Resolution Video-FPS BDRATE(%) BD-PSNR(dB)

Ritual Dance 1920x1080 60 -1.2 0.1

Market Place 1920x1080 60 -5.9 0.2

Daylight 3840x2160 60 -11.9 0.2

Catrobot 3840x2160 60 -8.9 0.1
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On an average MCSTF provides 6.9% bitrate savings in HM
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Summary & Conclusions

16

It is used to reduce noise in 
video.

MCSTF introduces additional 
computational complexity, 
requires optimization to 
improve speed.

MCSTF is an encoder only 
preprocessing temporal 
filter.

The novel MCSTF scheme 
significantly improves 
compression efficiency 
without loss in quality.
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