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Motivation
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Delegating the streaming content to vCDN cache instances deployed at 

nearby edge locations improves QoE

But, continuously running vCDN cache instances at all edge locations is a 

waste of resources

➔ The vCDN must continuously adjust its virtual infrastructure in order to 

optimize the trade-off between the cost and the QoE provided to end-users
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vCDN system requirements
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vCDN concept
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Mobile network infrastructure

• Radio Access Network (eNB/gNB) 

• Core network

• Data gateways (UPF in 5G)

vCDN architecture on mobile networks

Edge platform

Virtualized CDN infrastructure

• ECAM (Edge Cloud Application Manager)

• ECP (Edge Cloud Platform)

• ECPM (Edge Cloud Platform Manager)

• Cache instance = Cache Controller + Cache 

Server(s)

• Cache Orchestrator
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Cache Orchestrator

Cache 

management
Traffic 

steering

• Cache instantiation/termination based 

on application metrics within or across 

cloudlets (e.g., number of sessions, 

energy consumption)

• Traffic Influence

• Traffic Rules

• IP anycast

Network 

discovery

• Available cloudlets

• Cloudlet capabilities, 

status (e.g., load)
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Cache instantiation workflow

Cache 
Controller
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ECAM

ECP

ECPM

Edge1 Central
3) Decide to instantiate 
cache instance in Edge1

4) Life-cycle management API
POST /cloudlets/edge1/instantiate

5) Forward instantiation request

6) Traffic Rules API
For a.b.c.d, forward to Cache Server

7) Ready

8) Traffic Influence API
For a.b.c.d, forward to 
cloudlet Edge1

1) Streaming with Cache 
Server (anycast IP a.b.c.d) 
in Central

9) Streaming with Cache 
Server (anycast IP a.b.c.d) 
in Edge1 seamlessly

Edge1 coverage

Cache 
Server

Cache 
Server

Cache 
Controller 2) Inform about session 

(serviceId, location, 
bandwidth, etc.)
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Experimentations (1/2) – Cache Instantiation/Termination

Cache Instantiation

Cache Termination

Session relocation

Session relocation
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Experimentations (2/2) – Handover & dash.js issue

▪ Packet loss may occur during handover 

(especially at the end of segment delivery) 

→ may lead to playback stall

▪ Propose adding a configurable timer to 
monitor download progress from last event

▪ GitHub PR #4126 accepted

https://github.com/Dash-Industry-Forum/dash.js/pull/4126
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Concluding remarks

▪ Fully virtualized CDN 

infrastructure deployed on 

private Kubernetes clusters

▪ Ported on public cloud

▪ Applicable to both mobile and 
fixed broadband networks

▪ Demo at #C8 booth



Thank you !
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