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Video Quality: A Nexus of 

Video Engineering and 

Visual Neuroscience
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How many distortions can you find?

Focus blur

Motion blur

Overexposure (saturation)

Underexposure (saturation)

Compression artifacts

Jitter (camera shake)

Low-light noise (sensor)

Color errors

Red-eye

Spatial distortion (stretch)

Combinations of these
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Video Quality Issues are Pervasive

• Every day:

– 80% of Internet traffic is pictures and videos 

• Pictures and videos suffer from an extreme 

diversity of distortion types and severities

• These often occur in complex combinations of 

degradations creating new visual distortions.

• Distortions affect user experience and 

bandwidth usage.

STUDIO GENERATED CONTENTUSER GENERATED CONTENT



Today's Video

Communication System
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Sources of Video Distortion
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Video Quality
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Plethora of Distortions
“Mostly Spatial”

– Blocking artifacts

– Ringing

– Mosaicking

– False contouring

– Motion blur

– Optical blur

– Additive Noise

– Exposure

– Sensor noise

– Shake

– Color errors

– Many more
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“Mostly Temporal”
– Ghosting

– Motion blocking

– Motion mismatches

– Mosquito noise

– Stutter

– Judder

– Texture Flutter)

– Jerkiness

– Temporal aliasing

– Smearing

– Many more

Decades of “distortion-specific” measurement didn’t work. Too complex to model, too many 

distortion variations, too many distortion combinations, too hard to map to perception.



Video Quality 

Prediction is Hard!

Can we?
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Yes, because

Videos are Special
and because distortion changes their specialness

10

Since our

Brains expect Specialness
we can model and predict the perception of distortion
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Special Property 1: Reciprocal Law
• The power spectra of videos are pretty reliably 

modeled as obeying reciprocal power laws:

 

 where U = is spatial or temporal frequency.

• Generally a, b  [0.8, 1.5] with aave, bave  1.2

• Functions satisfying these are uniquely self-similar:

Tolhurst, et al “Amplitude spectra of natural images,” Ophthal. & Physiol Optics, 1992. 

F(sU) s F(U)−b

1
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Example: Alpine Sled

Videos are self-similar and multiscale. So is perception of them.

ALPINE SLED.mp4


Bandpass processing like neuronal responses in visual 

cortex yields efficient representations.

• Express (a piece of) a video as a linear comb. of basis 

functions:

• Find basis {qk(m)} minimizing

 where S(•) = sparsity function like|x|or log(1+x2).

• Solutions: Bandpass, wavelet-like base functions.

Special Property 2: Bandpass Sparse

12
Olshausen & Field, Emergence of simple-cell receptive field properties by learning a  sparse code for natural 

images, Nature, 1996.
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Bandpass Retino-Cortical Filters
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• Sparse coding of pictures and videos resemble bandpass receptive 

field profiles of neurons along retino-cortical pathway.

Spatial bandpass predictive coding
by retinal ganglion cells …

Bandpass decompositions
in visual cortex …

… temporal bandpass
coding in LGN …

• Visual neurons “matched” to natural image

statistics achieving efficient representations.

• Similar to filters in early layers of deep nets!

space frequency

frequency frequencyspace

time frequency

0

O
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O
•
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Special Property 3: Gaussian Law

• Bandpass videos are reliably modeled as obeying 

gaussian scale mixture (GSM) models. If (f = video)

then space/time/scale n’brhoods of g(m) are well-modeled

where z(m) is a scalar (variance) random field and

• Bandpass processing also decorrelates (it's differencing!)

• Dividing by local space/time/scale energies (estimates of 

z) further decorrelates & gaussianizes.
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The remarkable underlying gaussianity of high-quality 

visual signals remains a mystery, but distortion breaks 

this regularity.

Gaussian Scale Mixture
• If                                       it has a multivariate density

• ML estimate of multiplier scalar field from N BP coeff. g:

• Dividing a BP video (patch) by       (or conditioning on) yields 

approximately gaussian noise.
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M.J. Wainwright and E.P. Simoncelli, “Scale mixtures of gaussians and the statistics of natural images,”

Advances in Neural Information Processing Systems, 2000.

Ruderman, The statistics of natural images, Network: Computation in Neural Systems, 1994.
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Dual (evolutionary) bandpass & normalized processing in sensory 

neurons explains perceptual contrast masking (incl. of distortions).

Dual Nature of Sensory Neurons
• Evolution: Sensory neurons are bandpass and normalized 

by surrounding energies – retinal, LGN, and cortical filters.

• A lot like layer normalization in deep nets but localized.
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image signal

… … wavelet 

filters

÷

+

C

normalization 

factor
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wavelet 

coefficients

divisive 

normalization

Computational Divisive Normalization

Transform” (DNT) model

Neuronal model

Heeger, Normalization of cell responses in cat striate cortex, Visual Neuroscience, 1992.



Formulating

General Video Quality
Paradigms

by

Exploiting the Dual Nature Between Natural Video 

Statistics and Sensory Processing
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Ideal gaussian
(perfect quality)

Near-gaussian
(high quality)

Distort

Perceptual

Processing

Model

Perceptual

Processing

Model

(Very) General Quality Measurement Concept

After perceptual 

processing (bandpass + 

normalize), quality 

prediction cast as statistical 

distance measurement.

How to define perceptual

quality distances?

Good Quality

Poor Quality



"Reference" Video Quality 

Prediction

The

Internet

Reference

Video

Test

Video

 Need accurate models of transmitter.

 Need accurate models of the receiver.

 These models are dual/combined. 19

Cloud library

Compression+processing

Transmitter Receiver



Measure Spatial

Information Loss
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Test frame k

Conditioned on

local variance field

Reference frame k

Bee on sunflower

Steerable Pyramid
Neural noise

Neural noise

Bandpass, multiscale

cortical model
GSM model

Scale by local variance field

Pool & Difference

R. Soundararajan and A. Bovik, Video quality assessment by reduced reference

spatio-temporal entropic differencing, IEEE Transactions on Circuits and Systems, 2013.

H. Sheikh and A. Bovik, “Image information and visual quality,” IEEE Transactions on Image 

Processing, 2006.

“Quality-Aware” 

Spatial Features



Frame differences are bandpass and also strongly 

obey the GSM law, violated by local temporal 

distortion.
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Conditioned on

local variance field

Reference frame-

difference k

Test frame-

difference k

Dancer

Steerable Pyramid Neural noise

Neural noise

GSM model Scale by local variance field

Pool & Difference

Measuring Temporal

Information Loss

Bandpass, multiscale

LGN-cortical model

“Quality-Aware” 

Temporal Features



GSM Model of Frames and 

Frame Differences
• Bandpass video frames and frame differences are modeled as 

GSM, which is a regular, reliable model of both.

• All are modeled as noisy GSM vectors:

 

 where w models visual uncertainty - neural noise and other 

perceptual imperfections.

• This same model is independently applied on each element of

{frames, frame differences} x {original, distorted}
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Conditional Entropies

• Find the ML estimate(s)

 yielding conditional entropies

 which are perceptually scaled by log variance:

 to numerically stabilize and highlight higher local 

energy of either content or distortion.
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Compute on: 
• Original frames

• Distorted frames

• Frame Differences

• Distorted Frame Differences



Popular Algorithms 

Derived from These Models
• Visual Information Fidelity (VIF, 2006): no variance scaling, 

additive pooling.

• Space-Time Reduced Reference Entropic Differencing (ST-

RRED, 2012): temporal aspect, variance scaling, additive pooling.

• Netflix's Visual Multi-Method Fusion (VMAF, 2016): VIF/ST-RRED 

features + “detail” feature pooled using SVM.

• Algorithms from these models are used at the global scale by most 

broadcast, streaming, and social media providers, affecting billions of 

viewers, significantly reducing bandwidth consumption and the carbon 

footprint of the Internet.

24

ST-RRED Map 1

ST-RRED Map 2

rred_fc_r1.mp4
rred_la_w1.mp4


Use Case: Encoder Control of 

Broadcast, Streaming, and Sharing

•Broadcast

•Internet

•Cable

•Satellite

•4G/5G

•WiFi

Video

Encoding

RAW 

VIDEO

H264/HEVC 

VIDEO

Quality Control

(VMAF)

Select

Encode

Parameters

• Compressed videos streams are 80% of US Internet bits

• Most encodes are quality controlled by VIF/VMAF

25
2021 Technology and 

Engineering Emmy 

Award



New Use Case 1:

High/Variable Frame Rates (VFR)

26

P.C. Madhusudana, N. Birkbeck, Y. Wang, B. Adsumilli, and A.C. Bovik, “Making video quality models sensitive 

to frame rate distortions,” IEEE Signal Processing Letters, vol. 29, pp. 897-901, 2022.

Pavan Madhusudana



Video Frame Rate

• Older frame rates of 30 frames/sec (fps) and 24 fps 

(cinema) are now largely superseded by 60 fps.

• However, even 60 fps is inadequate in the presence of 

high object and/or camera motions.

• This is becoming of pressing importance since live 

sports content is being delivered by YouTube, Amazon 

Prime Video, and others.

27



Quality vs Frame Rate
• How does frame rate affect perceived quality?

• Given a bandwidth target, can we optimize the 

compression / framerate vs. perceptual quality 

tradeoff?

2824 fps 60 fps

High Motion Example

books_crf_63_24fps.mov
books_crf_63_60fps.mov


The Same Statistical 

Models Apply in Time
• Temporal bandpass videos obey the same statistical 

laws with high regularity.

29



Temporal BP Filters

• Given a video V(x, t) compute K temporal 

bandpass responses

    K = 1, …, k.

• We use Daubechies biorthogonal-2.2 wavelet 

filters.

30
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Simple linear model of temporal

visual processing in thalamus area LGN.

LGN



Effects of Frame Rate on 

Temporal BP Responses

32

60 fps

24 fpsNo compression

applied

The BP statistics 

are also greatly

affected . . .

books_crf0_24fps.mov
books_crf0_60fps.mov


Frame Rate Biases

Bandpass Entropy
• Frame rate biases temporal bandpass entropy.

• The bias is part of measuring temporal distortion 

must be removed when measuring spatial distortion.

33
Bitrate (kbps)
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Bias Removal

• Three videos are needed to form temporal quality 

features:

o The 120 fps reference video

o the distorted video (compressed & changed 

frame rate)

o a pseudo-reference (PR) video for entropy 

 bias removal.

• The PR video is the reference down-sampled to the 

distorted video frame rate. NO spatial 

(compression) distortion.

34



Generalized Space-Time 

(GST) Video Quality Features
• Defined in terms of the scaled entropies of reference 

(R), distorted (D), and PR videos:

• For each temporal BP filter (indexed k = 1, …, K), the 

GSTkt at frame t is

• Absolute difference: Measures compression distortion 

as if R and D have the same frame rate.

• Ratio term: Measures frame rate distortion as if there 

were no compression. 35
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How to Use GST Features

• If R and D have the same frame rate, then

• If D is not compressed/distorted, then

• GST = 0 only when D = PR = R.

36
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How to Use GST Features: 

Dual Channel Solution

• VQA features can be drawn from ANY leading VQA 

model: SSIM, VMAF, NIQE, even PSNR

• Neurostatistical GST features are highly predictive of 

temporal distortions.

37

Any VQA

Model

GST Features

Video Support Vector Regressor



Performance Enhancements
• We enhanced top models with GTS features. 

• Tested on largest “Variable Frame Rate / Compression” 

subjective quality database.

38

Median Correlations Against Human Quality Judgments Over 200 

Train-Test Splits of Leading Models on the

UT-LIVE/YouTube HFR Database

SROCC = Spearman’s Rank-Order Correlation Coefficient

PLCC = Pearson’s Linear Correlation Coefficient

• Enormous bandwidth 

savings on high-motion 

(sports, action) content 

• By perceptually 

optimizing (pushing) 

compression/framerate.



By Bitrate

• Performances at bitrates 24, 30, 60, 92, 98, 120 fps?

• GST especially effective at low bitrates

• Also effective at high bitrates

39

Median Correlation Over 200 Train-Test Splits of Leading Models, By Bitrate, on

UT-LIVE/YouTube HFR Database

GST allows streamers to further adaptively adjust frame rate vs 

compression to improve bandwidth budgets and environmental impact.



New Use Case 2

High Dynamic Range (HDR)

40

J.P. Ebenezer, Z. Shang, Y. Wu, H. Wei, S. Sethuraman, and A.C. Bovik, “Making video quality assessment

models robust to bit depth,” IEEE Signal Processing Letters, to appear.

Josh Ebenezer Zaixi Shang



High Dynamic Range
(or bit depth)

• Older Standard Dynamic Range (SDR) videos represent 

luminances and colors with 8 bits each (24 bits total).

• Fine on old dim televisions: SDR is limited to 100 nits* while 

modern HDR is mastered at 1000-4000 nits.

• Modern standards like HDR10, Dolbyvision, HDR10+ now 

pervasive, enabling content with 
• Darker blacks and brighter whites

• Wider ranges of colors

• HDR uses 25% more bits! Increased data volume, more 

compression needed! Which impacts perceived quality.

• For a given bitrate, more distortions.

41
*candela / meter2 (cd/m2), candela measures luminous intensity



Dual Channel Solution

• VQA features can be drawn from ANY leading VQA 

model: SSIM, VMAF, NIQE, even PSNR

• Neurostatistical distortion models of HDRMAX 

responses are also regular and sensitive to distortion.

• What is HDRMAX?

42

VQA

Features

HDRMAX
NVS*

Features

Video Support Vector Regressor

*NVS = Natural video statistics



What is HDRMAX?
• Simple: Linearly map the video values (luminances and/or 

chrominances) to [-1, 1].

• Then apply the heuristic expansive nonlinearity

43

• Midrange luminances (or chrominances) are crushed to 

near zero.

• “HDR” regions (and VQA responses to them) now dominate.

• Still obey natural video statistic models.

• Even better performance is obtained when HDRMAX is 
applied on a patch-wise basis (WxW patches)



Problem

• Distortions of bright/dark/colorful "HDR" regions 

are very noticeable but not well-accessed by existing 

video quality predictors.

• Often diluted by responses on mid-brightness/color 

“SDR” regions.

44

Concept (this is NOT HDR)

Hard to capture distortions

in dark regions (MUCH more

noticeable on HDR)



HDRMAX

45

Enhanced distortions

in dark regions (MUCH more

noticeable in HDR)



Improvements are Dramatic

46

MS-SSIM and VMAF are global standards that control the quality of >70% of Internet bits

HDRMAX allows streamers to adaptively adjust bit depth vs 

compression to conserve video quality, bandwidth, and the 

environment.



Summary

• Accurate video quality prediction, unsolved since 

Edison's Kinetograph, has become possible.

• By modeling the statistical responses of visual 

neurons to distortion – not by measuring distortion 

directly. 

• What about Deep Learning / AI?

– Less gain on the Reference problem, which is 

“more tractable”

– It is the key to the No-Reference problem

47
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LIVE’s Current Sponsors



Questions?
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